Sarcasm Detection Using Bidirectional Encoder Representation from Transformers and Graph Convolutional Network
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Sarcasm refers to the use of words that mean the oppositeof | | - —— T Solutions to sarcasm detection include several conventional

what you really want to say, especially in order to show @ Model Headlines Riloff models based on deep learning architectures like deep

irritation, or just to be funny. ﬁ Acc. (%) FlScore(%)  Acc.(%)  FlScore (%) neural networks and LSTM networks, which usually follow a
e Example; . ~~~~~~~~~~~ e LSTM 56% 36% 8% 75% text mining approach.

o “llike to be ignored!” - Sarcastic T CNN 76% 36% 81% 43% e Recent studies with text data show that using BERT

o “lIdon’t like not to be ignored” - Non Sarcastic GCN 87.2% 86.8% 86.5% 76.35% architecture can give better accuracy even for small datasets,
e Our aim is to develop a system that gives the output sarcastic or BERT-GCN  90.7% 89.6% 88.3% 87.7% and since sarcasm detection requires deep semantic

non sarcastic for the given text input.
e Combinational advantages of both BERT & GCN is used to
develop our proposed model.

information about the text, graph based methods can capture
global information features and structural relationships.

Table 2 : Results of different models compared to BERT-GCN

1. Accuracy and loss plots e In this work, we propose a method to combine the
capabilities of both text based and graph based approaches,
and use it to improve the performance of sarcasm detection

Problem Statement JE——

» — o \

i ; " oe \ from text.
---------------------------------------------- | | . % \‘\“‘\ e We design a BERT-GCN architecture for sarcasm detection
To design a system that determine whether a given text message is L sarastc Do 4I ﬁ "/ “f z and demonstrate the advantages of the system by conducting
sarcastic or not. Sarcastic comments, tweets or feedbacks can be g [ ) \“‘;»—\ experiments with the News-Headline dataset and Riloff

misleading for data mining activities and sentiment evaluation Fig. 1: Proposed System - BERT-GCN o] | * \\ Datasets.
from text cannot detect sarcastic contexts. In this scenario, an wl N T ® As part of the future work, we aim to incorporate attention
efficient sarcasm detection system is required which can be Our approach includes: ° ’ s : ’ oo " mechanism to the graph convolutional network that can

e Creating affective and dependency graphs from the sentences

improvised by using BERT and GCN. learn the further aspects of the sarcastic sentences, and

which can represent the sentiment with the help of SenticNet

Fig. 2 : Accuracy vs Epochs Fig. 3: Loss vs Epochs generate a representation that depicts the relation of the
and word-to-word connections within the sentences. . . .
Mathematical Definition: Given a set of statements, S = {5, s, p . nearby words to the word in consideration.
s,..5,}, a defined set of classes C = {0, 1} where 0 and 1 denotes Dyy=1 iy =1SWw) — ( ) l 2. Impact of GCN layers
non sarcastic and sarcastic labels respectively, and a training set ® Generation of word embedding using BERT and hence features of »

with the labeled statements, the task is to learn a classifier, f : S—>C each sentences by, ®

H = {hy,h,,... = BERT(x
i.e. to learn a function that can predict the labels of an unknown LR @)
text input. e Passing the affective graph and dependency graph alternatively
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